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Abstract: Railway transportation is an important part of China's transportation system. Due to the 
original business model of railway, its punctuality is poor. In addition, the current calculation 
method of dwell time of railway freight cars is still be the general old-fashioned algorithm. In order 
to improve the punctuality of dwell time of cars at the station, this paper takes the terminal as an 
example, and puts forward a prediction model based on Gradient Boosting Regression Tree. The 
influencing factors of cars’ dwell time in terminal are characterized. Six influencing factors are 
selected, i.e. car number, goods type, car type, start station, end station and train number. The six 
discrete characteristics are quantified. The six characteristics are combined into input vectors, and 
the data in 2016 and July 2017 are selected for prediction. The experimental results show that the 
model has a good prediction effect.  

1.  Introduction 
With the rapid development of national economy, the express delivery industry has developed 

rapidly. Due to the strong punctuality of express delivery industry, some transportation goods, such 
as LTL cargo, are more in favor of using express delivery. In addition, with the rapid development 
of information technology in recent years, express delivery can be monitored in real time in the 
transportation process, observing the distribution progress and geographical location, which makes 
the market of express delivery has been further developed. Due to the low punctuality of cars, 
railway transportation which is an important part of China's transportation system, has caused a lot 
of waste of labor power, material and financial resources, but also limited the development of 
railway transportation. Due to the original model of railway transportation, the dwell time of 
railway freight cars in each station cannot be accurately calculate, which is also one of important 
reason for the low punctuality rate of cars. In order to solve the problem of poor punctuality of cars, 
if we can predict the dwell time of cars in each station step by step and improve the accuracy of 
prediction, it will be very helpful to improve the car punctuality. Secondly, China's railway has a 
long history of development. With the rapid development of computer storage technology and 
database technology, the railway has accumulated a lot of historical data information. If we analyze 
and mining useful data information, it will improve the accuracy of the prediction of the dwell time 
of cars at the station. Because different railway stations often have different situation, the prediction 
model and results are often different, and different date (National Day and other major holidays) 
will also affect the prediction results. Therefore, this paper will take the terminal as an example and 
select the historical data in July 2016 and 2017 to predict the arrival time of cars.  

At present, the calculation of dwell time of railway freight cars is still by traditional way, which 
mainly consists of three parts: special operation time, distribution period and transportation time. If 
the result is less than 3 days, it will be calculated as 3 days. This calculation method is very general, 
in fact, for different date (such as holidays or ordinary working days), weather and other factors will 
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also affect the prediction result. Therefore, compared with the traditional way, machine learning 
will be very helpful to improve the punctuality rate. There are many kinds of machine learning 
algorithms used in regression prediction, such as neural network, K-means, SVR, etc., but 
according to the characteristics of railway data, there are two aspects to consider: 1) if you choose 
too complex model, it is easier to make the results over fitting, so as to reduce the accuracy of 
prediction; 2) many black box algorithms are poor interpret the model. Based on the above 
considerations, this paper proposes a strong learning algorithm- Gradient Boosting Regression Tree 
(GBRT), which is composed of many weak learning algorithms. This machine learning algorithm 
can effectively prevent over fitting and has good generalization. GBRT has good prediction ability.  

2.  The Theory of Gradient Boosting Regression Tree  
GBRT mainly combines the ideas of Regression Decision Tree and Boosting Decision tree, and 

proposes to use residual gradient to optimize the integration process of regression tree. 

2.1.  Regression Decision Tree 
Regression Decision Tree is a binary decision tree constructed recursively according to the 

principle of minimizing square error. X and Y are input and output variables respectively. X is 
composed of multiple eigenvectors. Y is a continuous variable. Given the training data set, i.e. cars’ 
dwell time. 

 D = {(𝑥𝑥1,𝑦𝑦1), (𝑥𝑥2,𝑦𝑦2), … , (𝑥𝑥𝑁𝑁,𝑦𝑦𝑁𝑁)}                        (1) 
Regression Decision Tree divides the input space (i.e. the feature space) into M units 

{𝑅𝑅1,𝑅𝑅2, … ,𝑅𝑅𝑀𝑀}. Each node of the Regression Decision Tree corresponds to a unit, which has a 
fixed output value of 𝑐𝑐𝑚𝑚. When the input characteristic is 𝑥𝑥, the Regression Decision Tree will 
determine it to a node, and take the output value 𝑐𝑐𝑚𝑚 corresponding to the node as the output of the 
Regression Decision Tree. In this way, the Regression Decision Tree model can be expressed as 

 T(𝑥𝑥) = ∑ 𝑐𝑐𝑚𝑚𝐼𝐼(𝑥𝑥 ∈ 𝑅𝑅𝑚𝑚)𝑀𝑀
𝑚𝑚=1                               (2) 

𝐼𝐼(𝑥𝑥 ∈ 𝑅𝑅𝑚𝑚)is the indicator function. When the Regression Decision Tree determines that 𝑥𝑥 
belongs to 𝑅𝑅𝑚𝑚, its value is 1, otherwise it is 0. 

The Regression Decision Tree is aim to select the appropriate spatial division method (i.e. the 
generation method of decision tree) and corresponding output value for data set D to minimize the 
square error. 

 ∑ �𝑦𝑦𝑖𝑖 − 𝑇𝑇(𝑥𝑥𝑖𝑖)�
2

𝑥𝑥𝑖𝑖∈𝐷𝐷                                   (3) 

First of all, choose the appropriate way of space division. According to the way of constructing 
decision tree, select the 𝑗𝑗th dimension feature of variable 𝑥𝑥 (𝑥𝑥[𝑗𝑗] represents the value of 𝑗𝑗th 
dimension of 𝑥𝑥) and corresponding threshold 𝑠𝑠 at each decision node as the segmentation feature 
and threshold, then the node divides the space into two regions: 

 𝑅𝑅1(𝑗𝑗, 𝑠𝑠) = {𝑥𝑥|𝑥𝑥[𝑗𝑗] ≤ 𝑠𝑠} 和 𝑅𝑅2(𝑗𝑗, 𝑠𝑠) = {𝑥𝑥|𝑥𝑥[𝑗𝑗] > 𝑠𝑠}                 (4) 

The optimal segmentation feature 𝑗𝑗 and segmentation threshold 𝑠𝑠 at this node are found as 
follows 

 min𝑗𝑗,𝑠𝑠�min𝑐𝑐1 ∑ (𝑦𝑦𝑖𝑖 − 𝑐𝑐1)2𝑥𝑥𝑖𝑖∈𝑅𝑅1(𝑗𝑗,𝑠𝑠) + min𝑐𝑐2 ∑ (𝑦𝑦𝑖𝑖 − 𝑐𝑐2)2𝑥𝑥𝑖𝑖∈𝑅𝑅2(𝑗𝑗,𝑠𝑠) �              (5) 

This node divides the sample set into two sub sample sets according to the segmentation feature 
𝑗𝑗 and the segmentation threshold 𝑠𝑠. The specific purpose of Eq. (5) is to minimize the variance of the 
two sub sample sets. In formula (5), the values of 𝑐𝑐1 and 𝑐𝑐2 are the mean values of each sample, and 
the selection of 𝑗𝑗 and 𝑠𝑠 is determined by traversal. The segmentation threshold 𝑠𝑠 is a continuous 
variable, but its value can be selected according to the actual distribution of samples, without 
continuous traversal. 

212



  

 

 

Then, determine the output value of the regression tree. For each sub region 𝑅𝑅𝑚𝑚 (the node of the 
tree), the corresponding output value 𝑐𝑐𝑚𝑚 can directly select the mean value of category, that is 

 𝑐𝑐𝑚𝑚 = 𝑎𝑎𝑎𝑎𝑎𝑎min𝑐𝑐 ∑ (𝑦𝑦𝑖𝑖 − 𝑐𝑐)2𝑥𝑥𝑖𝑖∈𝑅𝑅𝑚𝑚 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑦𝑦𝑖𝑖|𝑥𝑥𝑖𝑖 ∈ 𝑅𝑅𝑚𝑚)                 (6) 

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 is the mean value. 

2.2.  Boosting Decision Tree 
Boosting Decision Tree is actually a simple superposition of multiple decision trees, which can be 

expressed as 

 𝑓𝑓𝑀𝑀(𝑥𝑥) = ∑ 𝑇𝑇(𝑥𝑥;𝜃𝜃𝑚𝑚)𝑀𝑀
𝑚𝑚=1                                   (7) 

𝑇𝑇(𝑥𝑥;𝜃𝜃𝑚𝑚) represents the Decision Tree, and 𝜃𝜃𝑚𝑚 represents the parameters of the Decision Tree; 
𝑀𝑀 is the number of trees. 

For sample D = {(𝑥𝑥1,𝑦𝑦1), (𝑥𝑥2,𝑦𝑦2), … , (𝑥𝑥𝑁𝑁,𝑦𝑦𝑁𝑁)}, the training of Boosting Decision Tree is to 
select the parameter θ = {𝜃𝜃1,𝜃𝜃2, … ,𝜃𝜃𝑀𝑀} to minimize the loss function ∑𝐿𝐿�𝑦𝑦𝑖𝑖 ,𝑓𝑓𝑀𝑀(𝑥𝑥𝑖𝑖)�. 

 arg min𝜃𝜃 ∑ 𝐿𝐿�𝑦𝑦𝑖𝑖 ,𝑓𝑓𝑀𝑀(𝑥𝑥𝑖𝑖)�𝑁𝑁
𝑖𝑖=1 = 𝑎𝑎𝑎𝑎𝑎𝑎min𝜃𝜃 ∑ 𝐿𝐿(𝑦𝑦𝑖𝑖 ,∑ 𝑇𝑇(𝑥𝑥;𝜃𝜃𝑚𝑚)𝑀𝑀

𝑚𝑚=1 )𝑁𝑁
𝑖𝑖=1               (8) 

The loss function is used to reflect the difference between the output 𝑓𝑓𝑀𝑀(𝑥𝑥𝑖𝑖) of the Boosting 
Decision Tree and the sample label 𝑦𝑦𝑖𝑖. Here, the square error loss function can be selected: 

 L�𝑦𝑦,𝑓𝑓(𝑥𝑥)� = �𝑦𝑦 − 𝑓𝑓(𝑥𝑥)�2                              (9) 

According to Eq. (7), the Boosting Decision Tree can also be expressed as an iterative process 

 𝑓𝑓𝑚𝑚(𝑥𝑥) = 𝑓𝑓𝑚𝑚−1(𝑥𝑥) + 𝑇𝑇(𝑥𝑥;𝜃𝜃𝑚𝑚),𝑚𝑚 = 1,2, … ,𝑀𝑀                    (10) 
Therefore, the training of the Boosting Decision Tree can also be completed according to the 

iterative process. Through 𝑚𝑚 times of iteration, a new decision tree 𝑇𝑇(𝑥𝑥;𝜃𝜃𝑚𝑚) is generated. 
Specifically, initialize the boosting tree 𝑓𝑓0(𝑥𝑥) = 0, and then determine the 𝑚𝑚th decision tree 

𝑇𝑇(𝑥𝑥;𝜃𝜃𝑚𝑚), i.e. select the appropriate parameter 𝜃𝜃𝑚𝑚 of decision tree to minimize the loss function. 

 𝜃𝜃�𝑚𝑚 = 𝑎𝑎𝑎𝑎𝑎𝑎min𝜃𝜃𝑚𝑚 ∑ 𝐿𝐿�𝑦𝑦𝑖𝑖 ,𝑓𝑓𝑚𝑚−1(𝑥𝑥𝑖𝑖) + 𝑇𝑇(𝑥𝑥;𝜃𝜃𝑚𝑚)�𝑁𝑁
𝑖𝑖=1                 (11) 

The solution of Eq. (11) is the key to the Boosting Decision Tree. If the square loss function is 
used, then 

 𝐿𝐿�𝑦𝑦𝑖𝑖 ,𝑓𝑓𝑚𝑚−1(𝑥𝑥𝑖𝑖) + 𝑇𝑇(𝑥𝑥;𝜃𝜃𝑚𝑚)� = [𝑦𝑦𝑖𝑖 − 𝑓𝑓𝑚𝑚−1(𝑥𝑥𝑖𝑖) − 𝑇𝑇(𝑥𝑥;𝜃𝜃𝑚𝑚)]2 = �𝑟𝑟𝑚𝑚,𝑖𝑖 − 𝑇𝑇(𝑥𝑥;𝜃𝜃𝑚𝑚)�2   (12) 

Here, 𝑟𝑟𝑚𝑚,𝑖𝑖 = 𝑦𝑦𝑖𝑖 − 𝑓𝑓𝑚𝑚−1(𝑥𝑥𝑖𝑖) represents the residual of model 𝑓𝑓𝑚𝑚−1(𝑥𝑥) fitting data (𝑥𝑥𝑖𝑖 , 𝑦𝑦𝑖𝑖). 
In this way, the solution of equation (11) becomes to select the appropriate parameter 𝜃𝜃𝑚𝑚 of 

decision tree, so that the error between the output 𝑇𝑇(𝑥𝑥;𝜃𝜃𝑚𝑚) and the residual 𝑟𝑟𝑚𝑚,𝑖𝑖 of the decision 
tree is as small as possible. Therefore, you can use ��𝑥𝑥𝑖𝑖 , 𝑟𝑟𝑚𝑚,𝑖𝑖��𝑖𝑖=1,2,…,𝑁𝑁

 as the sample set of decision 
tree 𝑇𝑇(𝑥𝑥;𝜃𝜃𝑚𝑚), the optimal value of parameter θ̂m̂ is obtained according to the conventional 
decision tree generation process. 

2.3.  Gradient Boosting Regression Tree 
The Gradient Boosting Regression Tree combines the idea of Regression Decision Tree and 

Boosting Decision Tree, and generalizes them to more general cases. The calculation of the residual 
in the Boosting Decision Tree is done when the loss function is a square loss function. If the loss 
function is a logarithmic function, it is not very convenient to calculate the residual  𝑟𝑟𝑚𝑚,𝑖𝑖. When 
training the regression tree, it is not easy to calculate the output value of the node 𝐶𝐶𝑚𝑚. 

The Gradient Boosting Regression Tree uses the approximate method to calculate the 
approximate value of the residual. 
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 𝑟𝑟𝑚𝑚,𝑖𝑖 = − �𝜕𝜕𝜕𝜕�𝑦𝑦𝑖𝑖,𝑓𝑓(𝑥𝑥𝑖𝑖)�
𝜕𝜕𝜕𝜕(𝑥𝑥𝑖𝑖)

�
𝑓𝑓(𝑥𝑥)=𝑓𝑓𝑚𝑚−1(𝑥𝑥)

                        (13) 

When calculating the output value, if the loss function is the square loss function, the solution is 
consistent with the regression decision tree, and the average value can be taken directly. If it is other 
loss function, it needs to be solved specifically. Specifically, we take the derivative as zero to solve 
the equation 

3.  Data preprocessing 
3.1.  Calculation of dwell time of railway freight cars 

At present, the data about cars is the packet data which is the operation types of railway freight 
cars in each station of the whole country, so it is necessary to calculate the dwell time of cars at the 
terminal. 

To get the dwell time of the cars at the terminal, first determine it by current station and end 
station. When the current value of the car at the terminal is the same as that of the target terminal, it 
indicates that the car is carrying out relevant information at the terminal. Therefore, after finding all 
the cars’ information at the terminal, find the correct "LCDD" (train arrival) and corresponding to 
each car’s "XCBG" (unloading report), the time corresponding to "XCBG" (unloading report) 
minus the time corresponding to "LCDD" (train arrival) is used to get the dwell time of the cars at 
the terminal station. The specific steps are as follows: 

Step 1: query all the field information, and combine the car no, car type, start station, current 
station, end station, goods type, train no, train id and other fields into the new filed (od info), and 
arrange the queried data according to the car no, report type fields. 

Step 2: take out the data whose report type field is "LCDD" (train arrival) in the query, take out 
its od info field information and put it into the map, take out the data in the next row in turn, if the 
field information of od info is consistent, and the report type field is "XCBG" (unloading report), 
put it into the corresponding map; otherwise, look up the data whose report type field is "LCDD" 
(train arrival), Continue to cycle. 

Step3: take the value from the map. If there are both "LCDD" (train arrival) and "XCBG" 
(unloading report) in the map, and the corresponding time of "XCBG" (unloading report) is greater 
than the corresponding time of "LCDD" (train arrival), subtract the corresponding time of "LCDD" 
(train arrival) from the corresponding time of "XCBG" (unloading report). 

Based on the preliminary calculation of the original data, we get the preliminary cleaning data 
including the cars’ dwell time, which is shown in Figure 1. 

 
Figure 1. Information form of railway freight cars dwell time. 

214



  

 

 

3.2.  Characteristic quantization and selection 
First of all, cargo type, car type and start station are all likely to be the influencing factors of cars’ 

dwell time. The influencing features are basically discrete features, in order to mine more factors 
that affect cars’ dwell time, we must first quantify all discrete features. 

Discrete data is commonly known as categorical data. Machine learning cannot directly process 
the categorical data, so we need to process and transform the data. Categorical data that can be 
classified is a discrete value, which means that they belong to a limited category. In the response 
variables predicted by the model, they are often called categories / tags. These discrete values can 
be text or numbers (even unstructured data such as images). There are two kinds of classification 
data: ordinal and nominal. The values of ordinal classification have certain meaning or concept of 
order. There is no concept of order between the values in nominal. Generally speaking, there is no 
general module or function that can automatically transform and map these features to numerical 
representation according to these sequences. You can use a custom coding / mapping scheme. 

Since our discrete features belong to the nominal data, we can see the basic performance of each 
feature by using the customized coding scheme after quantifying the discrete features, as shown in 
Figure 3. From left to right, we can see the goods_type, car_type, start_station, end_station and 
stay_time. 

 
Figure 2. The box plot of characteristic. 

Through the box plot, you can directly know some basic conditions of each feature, as shown in 
Figure 2. You can clearly see the outlier, upper quartile value, lower quartile value, upper limit 
value, lower limit value and median of each feature value. There is no outlier for car type, start 
station and end station, and the data distribution is very even, especially for start station and end 
station. 
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Figure 3. Scatter plots and fitting lines with 95% confidence interval. 

After comparing the box plot of important features, the relationship between each feature and 
dwell time is compared. Set at 95% confidence interval, and add a fitting line, as shown in Figure 3. 
From left to right, from top to bottom, it is good_type, car_type, start_station, end_station, train_id 
and train_direction. We can see that the characteristics of goods_type, start_station, end_station and 
train_id have a higher correlation with the dwell time. 

Based on the above analysis, car no, good type, car type, start station, end station and train id are 
selected as the eigenvectors of model input. 

4.  Model prediction results and analysis 
80% of the data are training data and 20% of the data are testing data. In addition, in order to 

highlight the advantages of GBRT algorithm, we also compare four other machine learning 
algorithms, namely Bayesian Ridge Regression, Linear Regression, Elastic Net regression and 
Support Vector Regression. in Figure 4, It shows the comparison between the predicted value and 
the real value of various machine learning algorithms, it can be seen that the prediction result of The 
Gradient Boosting Regression Tree is very close to the real value. 
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Figure.4. A comparison between the predicted value and the real value of five machine learning 

models. 
Four indexes are selected to evaluate the model. They are explained_variance_score: 

interpretation the variance score of the regression model, whose value range is [0,1]. The closer to 1, 
the independent variable can better explain the variance change of the dependent variable. The 
smaller the value, the worse the effect. Mean absolute error is used to evaluate the degree of 
proximity between the predicted result and the real data set. The smaller the value is, the fitting 
effect will be better. Mean squared error: the indicator calculates the mean value and the sum of 
squares of the errors of the corresponding sample points of the fitting data and the original data. The 
smaller the value is, the better the fitting effect. r2_score: determination coefficient, which also 
means interpretation the variance score of the regression model. The value range is [0,1]. The closer 
to 1, the result same as the index of explained_variance_score. Table 1 shows the evaluation index 
values of the predicted values of various machine learning algorithms. In order to enhance the 
accuracy of the prediction results, the number of cross tests is set as 6. From the table, we can see 
that the explained_variance_score of GBRT and the judgment coefficient are basically close to 1, 
and the average absolute error and mean square error are relatively small, so the fitting degree of the 
model is the best.  

Table.1. Four Evaluation Indexes 

Machine 
Learning explained_variance_score Mean 

absolute error 
Mean squared 

error r2_score 

Bayesian 
Ridge 0.022174 220.004376 654792.362123 0.022174 

Linear 
Regression 0.034779 235.343710 646351.152328 0.034779 

Elastic 
Net 0.034726 234.142831 646386.692425 0.034726 

SVR 0.000665 181.127998 680156.788608 -0.01570
4 

GBRT 0.911824 101.724085 59046.547023 0.911824 
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5.  Conclusion 
Based on the GBRT, this paper forecasts the dwell time of railway freight cars at the terminal, 

taking the car type, goods type, start station, end station, car id and train id as the dwell time that 
affects the cars at the terminal, and quantifies the characteristics. Since there is no dwell time data 
in the original data, the cars’ dwell time is calculated according to the characteristics of the original 
data. Taking feature group as input variable and cars’ dwell time at terminal as output value, 
different models are fitted. By comparing GBRT with Bayes Ridge Regression model, Linear 
Regression model, Elastic Net regression model and Support Vector Regression model in the 
prediction error between the predicted results and the real one, it is concluded that GBRT has the 
highest accuracy in calculation. Therefore, GBRT proposed in this paper improves the accuracy of 
the prediction model for the dwell time of railway freight cars at the terminal. However, the current 
railway models are very complex, and the influencing factors are also very complex. Based on the 
analysis of the existing historical data, this paper obtains some influencing factors, which improves 
the accuracy of the prediction. However, if more accurate prediction of the dwell time is needed, 
more influencing factors need to be mined.  
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